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- ABSTRACT
INFERENCE BASED ON PROGRESSUVE CENSORING DATA

BY
SAFAR PARSI

An increasing interest on inference based on progressively censored data have
been recently observed in statistical literature. Numerous research, review papers and
a monograph devoted to this subject following the early work of Cohen (1963), where
the first description of the model was made, are appeared. The model of progressive
Type-II right censoring is of importance in the field of reliability and life testing. In
this thesis; we provide an overview of various developments that have been taken
place in inferential procedures based on progressively censored samples and also
discuss some potential problems relating to this case. We consider the progressive
Type-II right censored sample from Pareto distribution and introduce a new approach
for constructing the simultaneous confidence interval of the unknown parameters of
this distribution under progressive Type-II censoring. ’

We also deal with a model where joiht Type-II progressive censoring is
implemented on two samples from different populations in a combined manner. In
this study, we obtain the conditional maximum likelihood estimators of the two
Weibull parameters under this scheme. Moreover, simultaneous approximate
confidence region based on the asymptotic normality of the maximum likelihood

estimators are also discussed and compared with two Bootstrap confidence regions.




The behavior of the probability of failure structure, with different schemes, is also-
studied. ‘

In practical applications, an experimenter may need to know the expected
* values of the number of failures for each population. This information is impdrtant
for an experimenter when choosing an appropriate sampling plan, because, in
statistical inference for parameters, the number of failures for a population is directly-
related to the efficiency of estimators. In this study, the formula allowing numerical
computation of the expected value of the number of failures for two populations is
given. Also, a detailed numerical study of this expected value is carried out for

* different parametric families of distributions.
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Chapter 1

Progressive censoring

methodology

In this chapter we will focus on the progressive Type-II right censoring situation and
will present an overview of various developments relating to this case. For the sake of
completeness, we will also present a brief discussion on the Type-I, Type-II and Type I
progressive interval censoring schemes and some related works. In Monte Carlo studies
relating to many statistical problems, one may wish to generate Type-II progressive censoring
data from some continuous population with cumulative distribution function F (z). For this,
the algorithm described in Balakrishnan and Sandhu (1995), to generate progressively Type-

I censored samples for different sizes and schemes, will be also explained.

1.1 Introduction

The importance of product reliability is greater than ever at the present
time. As more and more products are introduced to the market, consumers

now have the luxury of demanding high quality and long life in the products




they purchase. In such a highly demanding and competitive market, one way
by which manufactures (of computers, automobiles, and electronic items, for
examples) attract consuniers to their products is by providing warranties on
product life-times. In order to design a cost-effective warranty, a manufacture
must have sound knowledge about product failure-time distributions. To gain
this knowledge, life-testing and reliability experiments are carried out before
(and while) products are put on the market. Of course, the information gained
through life-testing experiments is also used for other purposes in addition to
determining effective warranties; for example, in pharmaceutical applications,
the lifetimes of drugs may be studied in order to determine appropriate dosage
administration and expiry dates. Furthermore, continuous improvement of
products become essential and even critical in a competitive market. Life-
testing experimentation is one way by which product improvement and product
quality can be gauged.

There are several types of life testing experiments. In this chapter, we pro-
vide an overview of various sampling mechanisms in reliability experiments.
In Sections 1.2, 1.3 and 1.4, we discuss briefly Type-I, Type-II and Type I pro-
gressive interval censoring, respectively. A versatile censoring method known
as Progressive censoring, which may be employed in life-testing and reliability
experimentation, is discussed in Section 1.5. In Section 1.6, the algorithm de-
scribed in Balakrishnan and Sandhu (1995), to generate progressively Type-I1

censored samples for different sizes and schemes is given.




1.2 Type I censoring

Suppose that lifetimes for individuals in some population follow a distribu-
tion with probability density function (p-d.f.) f(z) and cumulative distribution
function (c.d.f.) F(z). A TypeI censoring mechanism is said to apply when
each individual has a fixed potential censoring time C; > 0 such that X is
observed if X; < C;; otherwise, we know only that X; > C;. Type-I censoring
often arises when a study is conducted over a specified time period.

In our general notation, for Type I censoring, we have

The likelihood function for a Type-I censored sample is based on the proba-
bility distribution of (z;,6;),i = 1,...,n. Both z; and ¢; are random variables

in (1.2.1), and their joint p.d.f., is

F(@)* Pr(X; > C;)*~%. (1.2.2)

To see this, note that the C; are fixed constants and that xz; can take on

the values < C;, with
PT((E.;, = Ci,cL- = 0) = P’I‘(Xe,, > Cz)

P‘T’(.’Ei, 51 = 1) = f(il,'z) T; < CZ

where Pr in the second expression denotes either a p.d.f. or a probability mass
function according to whether the distribution of X; is continuous or discrete
at z;. Assuming that the lifetimes Xi1,.-.,X, are statistically independent,

we obtain the likelihood function from (1.2.1) as,




L= fI Fla) [1 - FPaH]™". (1.2.3)

i=1

The term 1 — F(z}) appears in (1.2.3) since it equals to Pr(X; > z;) in
general; if F(z) is continuous at ;, then F(z}) = F(g;).

Example 1.2.1 Suppose that the lifetimes X;; for i = 1,...,n are independent

and follow an exponential distribution with p.d.f. f(z) = Aezp(—Az) and

survivor function S(z) = exp(—Az), then (1.2.3) gives

20) = [T 0" (e=2)*~

i=1

= Nezxp (-x\ i :vz) (1.2.4)

g=1

where 7 = }74; is the observed number of uncensored lifetimes, or failures.

The log-likelihood function £ = log L()\) is

C=rlogA—2> (1.25)

i=1

The maximum likelihood estimator is given by solving d¢/d) = 0, and is
X = 7/ 3 i1 @i. The exact distribution of X is rather intractable, as is the

distribution of the minimal sufficient statistic (r, 3_ z;).

1.3 Type-II censoring

The term Type-II censoring refers to the situation where only the r smallest
lifetimes x(;) < ... < Z@) in a random sample of size n are observed; here r
is a specified integer between 1 and n. This censoring scheme arises when

n individuals start on study at the same time, with the study terminating




once r failures (or lifetimes) have been observed. Although some life tests are
formulated with Type-II censoring, they have the practical disadvantage that
the total time z(; that the test will run is random and hence unknown at the
start of the test. Type-I censoring is therefore much more common in planned
experiments. The exact sampling properties of statistical procedures based
on a Type-II censored sample are, however, tractable in many cases and this
censoring scheme is often discussed in theoretical work.

With Type-II censoring the value of r is chosen before the data are collected,
and the data consist of the r smallest lifetimes in a random sample X7 ...X,.
For continuous distributions we can ignore the possibility of ties and denote
the r smallest lifetimes as Xy < X <...< X(p. If the X; has p.d.f. f(z)
and distribution function F(z), then from general results of order statistics

the joint p.d.f. of Xay, X@), .- Xy 18

(n—i!—r—)—![l—F (a;(,_))]“—f{g flz@)} T <T@ <... <ag). (1.3.1)
The likelihood function is based on (1.3.1). By dropping the constant
n!/(n — r)! and noting that in terms of the (6;,%;) notation we have §; = 0
and z; = z(,) for those individuals whose lifetimes are censored, we see that
(1.3.1) gives a likelihood of the same form (1.2.3) as for Type-I censoring. The
sampling proper'ties are, however, different in finite samples.
Example 1.3.1 Consider the exponential distribution as in Example 1.2.1,

but suppose lifetimes are Type-II censored. The log-likelihood is still of the

form (1.2.5), but here it can be written as




rlogh — A { Z T+ (n— r)a:(,)} (132)

i=1

and the maximum likelihood estimate for A can be written as A = r/W, where

W = Zm(i) +(n— T)T(r).

=1
Since 7 is fixed, the statistic W is sufficient for A, and it is readily shown
that with the data considered as random variables, 2AW = 2r) / A~ X2, a chi-
squared distribution with 2r degrees of freedom. This allows exact confidence

intervals and tests for A to be developed.

1.4 Type I Progressive Interval Censoring

Progressively Type I interval censoring is a union of Type I interval cen-
soring and progressive censoring. A progressively Type I interval censored
sample is collected as follows: 7 units are put on life test at time 7 = 0.
Units are observed at pre-set times 11,Ts,...,Ty (mis also fixed). At these
times, 71,79, ..., 7y, live units are removed from experimentation, respectively.
The values 71,79, ...,7, may be prespecified as percentages of the remain-
ing live units or, alternatively, r; units available for removal. In this case,
the number of live units removed at time T; is r; = min(r;, number of units
remaining),7 = 1,2,...,m — 1. Again 7, équals all remaining units at time
T'n, when experimentation is scheduled to terminate. Suppose a progressively
‘Type-Tinterval censored sample is collected as described above, beginning with
a random sample of n units With a continuous lifetime distribution F(z, ) and

let ky, ks, . . ., kyy, denote the number of units known to have failed in the inter-




vals, (0,11, (T3, Tal, - . . , (Ton1, Tom), respectively. Then, based on this observed
data, the joint likelihood function will be 4

10:%) = CT(P(T36) — P 011 — FE@s o)

where C is constant.

1.5 Progressive Type-II right censoring -

There are many scenarios in life-testing and reliability experiments in which
units are lost or removed from experimentation before failure. The loss may
occur unintentionally, or it may have been designed so in the study. Uninten-
tional loss may occur, for example, in the case of accidental breakage of an
experimental unit, or if an individual under study drops out, or if the experi- _
mentation itself must cease to some unforseen circumstances such as depletion
of funds, unavailability of testing facilities, etc. More often, however, the re-
moval of units from experimentation is pre-planned and intentional, and is
done 50 in order to free up testing facilities for other experimentation, to save
time and cost, or to exploit the straightforward analysis that often results. In
some cases, when there are live units on test intentional removal of times or .
termination of the experiment may be due to ethical considerations. Specif-
ically, consider the situation in which n identical units, with lifetime c.d.f,
F(z) and survix-for function S(z) and p.d.f. f(z), are placed on a life-testing
experiment: Then, immediately following the first failure, R; surviving units
are removed from the test at random; next, immediately following the sec-

ond observed failure, R, surviving units are removed from the test at random,




and so on; finally, at the time of the mth observed failure, all the remaining
Ry =n—R;—...—R,,_;—m surviving units are removed from the test. In this
setup, the number of complete failures to be observed, m, and the progressive
censoring scheme, R = (Ry, ..., R,,), to be carried out are all assumed to be
pre-fixed. As the censoring times are all random here and the numbers of items
to fail before each censoring time are all fixed, this scheme is said to be progres-
sive Type-II right censoring, and the ordered values obtained as a consequence
of this type of censoring are referred to as progressively Type-II right censored

order statistics. These are denoted by XR < XB < . < xR

Limin B m:m:m and

sometimes simply by X;i.... < Xg:m;,.r,, <... < Xpumn if there is no confusion in
the context of the discussion. A book-length account of the developments on
progressive Type-II censoring is due to Balakrishnan and Aggarwala (2000).

This censoring scheme may be depicted pictorially as Figure 1.5.1.

WITHDRAWN ~ WITHDRAWN  WITHDRAWN WITHDRAWN
F T, F,
1 2 3 / M/
} F w X.
X1 m:n Xz-,-,m Xs:m:n momn
Expriment Expriment
Begins Ends

Figure 1.5.1: Progressive Type-II censoring

Then, the joint density of the progressively censored order statistics, X® _ XR

Limin) 2 2imem

oo s X 18 given by Balakrishnan and Aggarwalla, (2000) as

Fxp.

bimin

X XBoin (O T2y, 8m) = C [ [ flai) 1 = Fla))™
i=1
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